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1 Overview

Machine learning models are inherently uncertain. Uncertainty quantification
aims to determine how likely certain outcomes are if some aspects of the respec-
tive system are not precisely known.

The quantitative characterization and management of uncertainty include
the detection of concept drifts, statistical inference, model calibration, and
decision-making under uncertainty. UQ not only focuses on foundational ideas
in mathematics and statistics but also proposes techniques in applications using
computational simulations, such as modeling complex systems in socio-economy
and nature science [9].

Concept drift is a phenomenon in which the distribution of the input data
changes over time. This may mean changes in the underlying distribution of the
data (virtual drift) or changes in the modeled relationship (real concept drift),
or changes in both.

In machine learning methods, UQ can be divided into two groups, discrimi-
native methods, and generative methods. The former aims to perform classifi-
cations, while the latter concerns data generation or reconstruction. Bayesian
inference can be utilized for some discriminative model-agnostic methods. In
complex deep learning models, UQ can be used for both neural network cali-
bration and concept drift detection [25].

The topics of uncertainty quantification and concept drift, both deal with the
challenges of making predictions and decisions in the presence of uncertainty.
In the case of concept drift, the uncertainty arises from the changing nature
of the data or environment, while in the case of uncertainty quantification,
the uncertainty may come from various sources. Techniques for uncertainty
quantification can be used to evaluate the impact of concept drift on a machine
learning system and to develop strategies for dealing with it.

In this project, we will focus on uncertainties related to concept drift and
on UQ methods usage in cutting-edge machine learning research. In Chapter 2,
we present how UQ can enhance trustability in machine learning modeling, and
give categorization and examples of state-of-the-art UQ methods. In Chapter 3,
we will look at concept drift definition and classification, and give an overview
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of concept drift detection methods, not going into details about any specific
methods. In Chapter 4, we present several examples in UQ and concept drift.
And finally, Chapter 5 consists of a discussion and a conclusion.

2 Uncertainty and uncertainty quantification
methods in Machine Learning

Uncertainties are in everyday scenarios in various fields. When we develop
models using Deep Learning (DL) and Machine Learning (ML), for making pre-
dictions and decisions, it is important to take uncertainties into consideration.
It is thus highly desirable to represent uncertainty in a trustworthy manner in
any AI-based system and what we need is UQ methods.

There are two main types of uncertainty, aleatoric and epistemic uncertain-
ties. Aleatoric uncertainty refers to irreducible uncertainty, which is not in the
model but an inherent property of the data distribution. In contrast, epistemic
uncertainty comes from the lack of knowledge. In machine learning and deep
learning models, epistemic uncertainty usually refers to a probability distribu-
tion over the model parameters [19].

ML/DL models start with a collection of potentially relevant datasets for
the decision-making process and they are designed to meet some performance
goals via appropriate algorithms or DL architecture. For the cases where we
have sufficient data resources, the massive collection of data can be information
poor, and some of the data may be incomplete, noisy, or discordant. UQ aims
to help understand the reliability and confidence of a model’s predictions. In AI
research, UQ can be used to pursue two main goals. First, to calibrate models,
mostly for neural networks, so that the output confidence reflects the empirical
accuracy; and second, to make reliable predictions for out-of-distribution detec-
tion, i.e., to detect how a new classification example corresponds to the trained
data distribution [25].

In the last 10 years, 2500+ papers focusing on the use of UQ in AI were pub-
lished [21]. Here we present a comprehensive categorization of research topics
and different UQ methods for ML/DL models. As we mentioned in the overview,
UQ can be divided into discriminative methods and generative methods, which
respectively aim at classifications and data generation. For discriminative mod-
els, we can distinguish between three main types of UQ methods in ML [25]:

• Model-agnostic approaches: This is a general term for UQ approaches
that are independent of the model. For example, better-calibrated DNNs
with data augmentation [15].

• Bayesian methods: UQ methods that use Bayesian Inference. Bayes’
theorem is used to update the probability, and evidence or information
becomes available for estimating the uncertainties.

• Non-Bayesian methods: These include UQ approaches that are not
based on Bayesian inference. Bayesian approaches require modifications
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in the training the model, and sometimes Bayesian methods are compu-
tationally expensive.

For UQ methods in DL, the Bayesian UQ methods include several subdivi-
sion methods to interpret the model parameters robustly; and the non-Bayesian
UQ methods are commonly referred to as ensemble techniques. Here we present
some uncertainty quantification using Bayesian techniques and ensemble tech-
niques [21]:

• Bayesian UQ techniques in DL: To provide information about the
reliability of the predictions, Bayesian deep learning (BDL) and Bayesian
NNs (BNNs) can be used to interpret the model parameters. BNNs and
BDL are robust to overfitting problems and can be used for both small and
large datasets. Bayesian methods can be used for approximate inference
to learn the posterior distribution of the parameters. The generally used
Bayesian approximate methods include (we don’t present the technical
details of the following methods, [1, 20, 2] are related papers and it is
worthwhile to read them):

– Markov chain Monte Carlo (MCMC)

– Variational Inference (VI)

– Laplacian approximation

Bayesian UQ methods also can combine the dropout method to avoid
overfitting problems in DL. Monte Carlo (MC) dropout is an effective
method, [13] is an example of MC dropout with a bootstrap ensembling-
based method for the task of vehicle control.

Another common way to utilize Bayesian UQ methods is to combine them
in DL architecture. An example is Variational autoencoders (VAEs),
which is a variant of DL consisting of an encoder and a decoder. The
encoder aims to map the high-dimensional inputs to low-dimensional la-
tent variables, and the decoder reconstructs inputs using variables. The
latent variables conform to a given prior distribution, and VAE is an ef-
fective method to model the posterior using variational inference [5].

With the continuous development of ML, Bayesian UQ methods have been
applied in various ML frameworks. Active learning aims to learn from un-
labeled samples involving actively most informative data points, and it
can utilize Bayesian UQ methods to represent uncertainty among mas-
sive data, e.g. deep Bayesian active learning methods [10]. Reinforcement
learning frameworks can use Bayesian UQ methods to estimate the per-
formance and robustness of the model in various fields, and Bayesian UQ
methods’ usage has been widely-investigated in the literature [16].

• Ensemble techniques in DL: Ensemble techniques are another large
category of UQ methods, mainly for DL. Instead of estimating uncer-
tainties via Bayesian inference, ensemble techniques target to use of an
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ensemble of models as a more powerful model to enhance predictive per-
formance.

One common way to use ensemble techniques for uncertainty quantifica-
tion is to create a diverse set of models trained on different subsets of
the data. This can help to capture a wider range of possible relationships
and features in the data, and it can also lead to more robust predictions.
For example, [18] proposed test-time augmentation to improve the perfor-
mance of different ensemble learning techniques, and demonstrated how
an ensemble of several trained deep neural networks can be as good as to
many refined neural network methods with respect to test performance.

One important limitation of the ensemble method is the weights of differ-
ent ensembles in compositions are usually uninformed rather than based
on the single model’s reliability. [6] employed Bayesian model averaging,
where both the reliability and uncertainty of every single model were con-
sidered in estimating the weights in ensemble learning. The deep ensemble
approaches combining Bayesian methods are named as deep Bayesian en-
semble, attracting more and more attention these years.

Overall, ensemble techniques can be a useful tool for uncertainty quan-
tification because they can build powerful models and provide a more
comprehensive view of the data. Ensemble techniques can help to reduce
the risk of overfitting or making overly confident predictions.

To sum up, uncertainties are an inherent part of any prediction or decision-
making process, and it is important to understand and quantify them for more
informed, reliable, and robust results.

In a virtual laboratory and digital twins, uncertainty quantification is im-
portant for a number of reasons. In virtual experiments, data is often generated
from simulations and emulations, which can introduce uncertainties due to the
approximations and assumptions in the simulating. Additionally, virtual exper-
iments may be subject to measurement errors or other sources of uncertainty,
such as the inherent variability of the system. Quantifying these uncertainties
can help better understand the limitations of their virtual experiments and the
reliability of the results [19]. UQ can help to improve the accuracy and repro-
ducibility of the results, as well as the overall credibility and usefulness of the
virtual laboratory.

3 Concept drift

Most machine learning models are static, but our world is dynamic. As a result
of this, the model’s accuracy can decay with time. This may happen due to a
phenomenon called concept drift. Concept drift describes unforeseeable changes
in the underlying distribution of streaming data over time [12].

Concept drift is a change in the joint distribution between two time instances
t and t + w where t could be a particular time point or time interval, and w
denotes the time window when the distribution change is being checked at.
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Formally, concept drift occurs, if

∃t : Pt(X, y) ̸= Pt+w(X, y). (1)

The joint distribution Pt(X, y) can be decomposed and rewritten as

Pt(X, y) = Pt(X)× Pt(y|X), (2)

where Pt(X) is the input data probability distribution and Pt(y|X) - posterior
probability distribution of the target labels, i.e., the decision boundary [26].
This concept drift definition is crucial for the classification of concept drift as
changes in the data stream can be characterized by changes in the components
of the equation (2). Different papers have different classifications of concept
drift, we use the classification given in [12]. The classification distincts between
three sources, namely:

• Input data probability distribution changes, but the decision boundary
remains the same. This kind of change is called feature drift, covariate
shift or virtual drift.

• Decision boundary changes, but the input data probability distribution
remains the same. This is referred to as real concept drift, concept drift
or actual drift.

• Both decision boundary and input data probability distribution change.

[26] gives an overview of the terminology used based on the probabilistic
source of change. A further classification is made by the authors of [7] based on
the rate at which the concept evolves. A drift may happen:

• suddenly/abruptly, by switching from one concept to another (e.g., re-
placement of a sensor with another sensor that has a different calibration
in a chemical plant)

• incrementally, consisting of many intermediate concepts in between (e.g.,
a sensor slowly wears off and becomes less accurate)

• gradually (e.g., when a new road is constructed which is a shortcut going
from A to B, people tend to use the old road along with the new due to
their habits but eventually use the new afterward).

• There are also recurring concept drifts, which are patterns or trends that
tend to repeat themselves at intervals, and are commonly found in seasonal
data.

One of the challenges for concept drift handling algorithms is not to mix the
true drift with an outlier or noise, which refers to a once-off random deviation
or anomaly. No adaptivity is needed in the latter case [7].

Drift detection refers to the techniques and mechanisms that characterize
and quantify concept drift via identifying change points or change time inter-
vals. Concept drift detection methods can be divided into supervised (requiring
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ground truth values) and unsupervised approaches [26]. The authors [26] classify
concept drift methods into four categories:

• Data distribution based detection - these methods use distance mea-
sures to estimate the similarity between the data distributions at two
different time windows. Concept drift is then detected if the two distribu-
tions are significantly distant. The main advantage of these approaches is
that they can be applied to both labeled and unlabeled data sets since the
methods only consider the distribution of data points. However, changes
in the data distribution don’t always lead to changes is performance. An
example of a data distribution based detection algorithm is the Equal
Intensity k-Means Space Partitioning algorithm in [23].

• Performance-based detection - these methods typically trace the de-
viations in the model’s output error to detect changes. These approaches
only handle the change when the model’s performance is affected. The
majority of these methods require quick arrival of ground truth values for
the predictions, which may not be easily available. An classical example
of performance based drift detection is the Drift Detection Method [3].

• Multiple hypothesis-based detection - these approaches apply several
detection methods and aggregate their results in parallel or in hierarchy.
[11] proposes a concept drift detector called Hierarchical Linear Four Rates
detector that is an example of this subsection of detectors.

• Contextual-based detectors - use context information available from
the system and data to detect the drift. A framework for context-aware
drift detection algorithm can be found in [27]

4 Relevance and application examples

4.1 UQ application examples in simulator and virtual ex-
periments

UQmethods play a significant role in reducing the impact of uncertainties during
optimization and decision-making processes. And UQmethods have been widely
applied in various methods, and [21] provides a comprehensive review of UQ
methods’ application and developments in Deep learning.

In virtual experiments, UQ can help to analyze errors or other sources of
uncertainty during data collections and simulations and to understand the reli-
ability of the results. Here we consider an example of UQ application in natural
science and virtual experiments, in the domain of Quantum molecular dynamics
simulations and chemistry experimentation.

• Bayesian machine learning for quantum molecular dynamics,
based on [14]
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In quantum dynamics calculations in theoretical chemistry, solving the
Schrödinger equation can help to predict the outcome or understand the
mechanisms of the microscopic interactions of molecules with other molecules.

The system of differential equations can generally be written as:

[D̂rI + U(V )]Ψ(r) = 0 (3)

where D̂r is a differential operator acting on functions of r,W (r) is a vector
of Nb basis set expansion coefficients, each depending on r, U is an Nb∗Nb

Hermitian matrix that depends on V , and I is the Nb ∗Nb identity matrix.
With the given V (r), a set of N-dimensional potential energy surfaces, the
equation can be solved numerically in appropriate boundary conditions to
compute observables such as the bound state energies, the probabilities of
molecular collision outcomes, or the chemical reaction rates.

However, there are two major challenges in solving this equation in a
traditional way. Firstly, the time complexity can scale up as quickly as
O(Nb

3), and secondly, the matrix U is parametrized by the N-dimensional
potential energy surfaces V (r).

To tackle those challenges, [14] combined the Bayesian statistics, and de-
veloped a Bayesian machine learning based simulator into the equation, to
obtain not only the quantum predictions but also the error bars of the dy-
namical results on uncertainties from inputs. Bayesian machine learning
makes the targeted equation with a non-parametric distribution of poten-
tial energy surfaces, conditioned by the desired dynamical properties.

With Gaussian processes (GP), a non-parametric Bayesian machine learn-
ing method, the problem can be formulated as a model y(x), y represents
the output of the equation (in [14] is the reaction probability), and x is
a vector of all parameters defining the equation. With a random com-
bination of x and the corresponding numerical results y as the training
dataset, the GP model can be used as a simulator to predict the the reac-
tion probabilities at any combination of the parameters x. The GP model
can give the prediction of the equation output with the dynamical calcula-
tions and the relative error is only around 4%. The GP model can also be
used to estimate the error bars of the uncertainties, from inherent error in
quantum chemistry and calculation to get potential energy surfaces V (r).
Figure 1 gives an example of uncertainty approximation.

4.2 Concept drift examples

The phenomenon of concept drift is usually considered in the context of data
streams. Real-world data streams pose the challenge of concept drift to the
implementation of machine learning models and data analysis [24]. The presence
of concept drift can make prediction results inaccurate and therefore can lead
to sub-optimal decisions. Thus there is a need to enhance intelligent systems
operating on real-world data streams with concept drift-aware learning machine
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Figure 1: Left panel: The adiabatic interaction potentials, and the grey regions
show the estimated uncertainty of the potentials. Right panel: The results
of rigorous quantum scattering calculations, with the grey area showing the
uncertainty of the collision rate by the GP model.

learning frameworks, that would ensure the validity of the model predictions [4,
8].

We will consider two cases where concept drift can occur - one in real-
world data of fossils and the other - the importance of concept drift in virtual
laboratories such as Destination Earth.

• Concept drift in fossil data, based on [17]

Fossils are the remains of organisms from earlier geological periods pre-
served in rock. One of the major directions in the computational analysis
of fossil data is to reconstruct environmental conditions and track climate
changes over millions of years. The distribution of fossil animals in space
and time makes informative features for such modeling. Labeled data
linking organisms to climate is available only for the present day, where
climatic conditions can be measured. The approach is to train models in
the present day and use them to predict climatic conditions over the past.

As species continuously go extinct and new species originate, animal com-
munities today are different from the communities of the past, and the
communities at different times in the past are different from each other.

One of the main challenges for such modeling is that present species are
not the same as species in the past. The further to the past, the less over-
lap between the species lists at present and in the past is expected due
to continuously ongoing evolution, the origination of new species, and the
extinction of past species and immense body of evolutionary theory there-
after. Thus, from the data perspective, there is a continuously ongoing
concept drift.

The closer to the present day (left side of the timeline in Figure 2), the
larger the overlap with the genera that are alive today. No genera are the
same as genera observed eight million years ago. If we were to use presence
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Figure 2: Summary of concept drift in the Turkana Basin fossil data [17]

or absence of species as features for predictive model, there would be a
gradual, but catastrophic drift in the feature space.

• Concept drift relevance in Virtual laboratories (Destination earth),
based on [22].

Destination Earth is a major initiative of the European Commission. It
aims to develop a very high-precision digital model of the Earth (a Digital
Twin) to monitor and predict environmental change and human impact
to support sustainable development.

Destination Earth aims to use Digital Twins which will ensure live coupling
between the physical asset and its digital twin via multiple streaming data
sources originating from live sensing of the physical process. Digital Twins
will combine data from real-time observations and simulations.

Digital Twins are a core part of virtual laboratories. This kind of workflow
(live coupling with data from sensors) can have unknown dynamics in the
steaming data, which is why concept drift might be an issue, therefore
concept-drift-aware machine learning systems are necessary.

5 Discussion and Conclusions

Given a prediction, it is necessary to understand its reliability. The ability to
make informed decisions under uncertainty is crucial for the reliable deployment
of machine learning systems. Concept drift has been recognized as the root cause
of decreased effectiveness in many data-driven information systems [12], which
makes it an important aspect of virtual laboratories in the context of digital
twins and emulators.

Interpretable machine learning methods and UQ are related - the methods
of Explainable AI try to show the way to the decision, while the methods of
UQ try to give a realistic evaluation regarding the reliability of the decision.
State-of-the-art
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In [26] it is noted that drift detection for classification tasks is the main scope
of detecting concept drift in machine learning tasks while little attention is paid
to a regression setting. There is no single drift detector that works better than
all the others in all scenarios.

In [12] the authors note that regarding concept drift understanding, all drift
detection methods can answer “When” (as in when and for how long the drift
occurs), but very few methods have the ability to answer “How” (how severe)
and “Where” (where the drift region is). A method that would answer these
questions might advance drift adaptation.

The main challenge of UQ methods in machine learning is to make reliable
predictions in new deep learning architecture. In [25], the author proposes the
combination of explainable AI and UQ as a research direction.

In this project, we considered uncertainty quantification and concept drift -
its definition, classification by drift source, and by the rate at which the concept
evolves. We gave examples that link uncertainty quantification and concept
drift to real-life data, and data streams which are crucial in building digital
twins for virtual laboratories.

Follow-up work related to concept drift could include an in-depth review of
concept drift adaptation methods, as well as the classification of such methods.
Additionally, one could research and create a workflow for concept drift-aware
machine learning system. For uncertainty quantification in virtual laboratories,
further study could focus on a more comprehensive review of UQ methods in
the whole digital twins building process, from data collection, simulation to
maintenance. For more general machine learning challenges, the efficient and
high-performance UQ methods could also be a domain to be dug deeper into.
Finally, the more direct relationship and connections of virtual laboratories and
UQ/concept drift could be a topic for further studies as well.

This work is licensed under a Creative Commons Attribution 4.0 Interna-
tional License.
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